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Attempt any four questions. All questions carry equal marks. All symbols have usual meaning. 

 

1. Find the upper and lower Darboux integrals for 𝑓(𝑥) = 𝑥ଶ + 2  on the interval  [0,1]. Is 𝑓 

integrable on [0,1]? Justify.     

Let 𝑔: [1,5] → 𝑅 be defined as 

𝑔(𝑥) = ൜
1, if 𝑥 is rational
3, if 𝑥 is irrational.

 

Find the upper and lower sums, 𝑈(𝑔) and 𝐿(𝑔) respectively, on [1,5]. Is 𝑔 integrable on 
[1,5]? 

       Prove that ฬ∫ ቀ
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 clearly stating the results used.    

2. Show that the 𝑆𝑔𝑛 𝑥, the Signum function, is  integrable on [−𝑎, 𝑎] for any 𝑎 > 0.      

Using Fundamental theorem of Calculus I, show that 
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     Calculate lim௛→଴
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 . State the theorem used. 

3. Define improper integral of type II. When does it converge? When is it said to diverge?     

Examine the convergence of  ∫
ௗ௫

(௫ିଵ)మ

ା
ଶ

  and   ∫ 𝑒−𝑥0
−∞

𝑑𝑥. 

Show that the improper integral  ∫ 𝑥௔ାଵଵ

଴
(1 − 𝑥)௕𝑑𝑥  converges if and only if            

𝑎 > −2 and  𝑏 > −1 .  
 

 

 



4. Define  𝑓௡ : [0,1] → ℝ  as    

𝑓௡(𝑥) = ൜
2𝑛 − 2𝑛ଶ𝑥     if    0 ≤ 𝑥 ≤ 1 𝑛⁄  
         0            if    1 𝑛⁄ < 𝑥 ≤ 1.

 

Show that the pointwise limit does not exist on [0,1]. Further if we modify and define               

𝑓௡ : [0,1] → ℝ as 

 𝑓௡(௫) = ൝
       0                   if           𝑥 = 0                        

−𝑛ଶ(2𝑥 − 2 𝑛⁄ )         if         0 < 𝑥 ≤ 1 𝑛⁄                        
             0                if        1 𝑛⁄   ≤ 𝑥 ≤ 1             

              

then find the pointwise limit 𝑓 of (𝑓௡ ) on  [0,1]. Show that  𝑓௡  and  𝑓 are integrable on 

[0,1]  but  𝑙𝑖𝑚௡→ஶ ∫ 𝑓௡ ≠ ∫ 𝑓
ଵ

଴

ଵ

଴
. Hence discuss the uniform convergence of  (𝑓௡)  on [0,1]. 

Let 𝑓௡(𝑥) = 
௡௫

ଵା௡మ௫మ
. Compute the pointwise limt 𝑓(𝑥) = 𝑙𝑖𝑚௡→ஶ 𝑓௡ (𝑥). Show that the 

sequence (𝑓௡) does not converge uniformly to 𝑓 on [−1,1] but does converge uniformly          

on  [1,).     

5. State a sufficient condition for the uniform convergence of a series of functions. Using this   

        prove that ∑
௘షమೣ

ଷ௡మାଶ௡
ஶ
௡ୀଵ  is uniformly convergent on [0, ∞). Also show that it is a continuous  

        function  on [0, ∞). 

        Examine the pointwise convergence of  the series ∑ 𝑓௡, where 𝑓௡(𝑥) =
௫೙

ଶ௫೙ାହ
 , 𝑥 ≥ 0.  

Show that  ∑ sin ቀ
௫మ

௡య
ቁஶ

௡ୀଵ   is uniformly convergent on (−1,1) but it is not uniformly 

convergent on  ℝ .                                                              

6. Find the radius of convergence and determine the exact interval of  convergence of the         

power series     

∑
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௞మ
ஶ
௞ୀଵ 𝑥௞,     ∑ 2ି௞ஶ
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        Given 

ଵ
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௞ୀ଴     for  |𝑥| < 1, 

show that  
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Attempt any four questions. All questions carry equal marks. All symbols have usual meaning. 

1. If 𝑃௡(ℝ) denotes the space of all polynomials of degree 𝑛 or less with coefficients in ℝ 
and if  𝑇: 𝑃ଵ(ℝ)  →  𝑃ଶ(ℝ) is a linear transformation such that 𝑇(𝑥 + 1) = 𝑥ଶ − 1 and          
𝑇(𝑥 − 1) = 𝑥ଶ + 𝑥, what is 𝑇(7𝑥 + 2)? Show that {𝑥 + 1, 𝑥 − 1} is a basis of a 𝑃ଵ(ℝ). 

Let a linear transformation 𝑇: ℝଷ → ℝଷ be defined as 𝑇(𝑎, 𝑏, 𝑐) = (𝑎 + 𝑐, 𝑎 + 𝑏 +

2𝑐, 2𝑎 + 𝑏 + 3𝑐). Find a basis for the null space of T and a basis for the range space of T. 
Verify dimension theorem. Is T one-one? Is T onto? 

2. Let a linear transformation 𝑇: ℝଶ → ℝଷ be defined as 𝑇(𝑥, 𝑦) = (𝑥 − 2𝑦, 2𝑥 + 𝑦, 𝑥 + 𝑦).   
Let 𝛽 = {(1, −1), (0,1)}  and 𝛾 = {(1,1,0), (0,1,1), (1, −1,1)} be bases of ℝଶ and ℝଷ, 

respectively. Find the matrix of T with respect to 𝛽 and 𝛾, that is [𝑇]ఉ
ఊ

.  If 𝛽ᇱ and 𝛾ᇱ 

denote the standard basis of  ℝଶ and ℝଷ, respectively then find  [𝑇]
ఉᇲ
ఊᇲ

. What is the 

relation between the two matrices? 

3. Can the polynomial  6𝑥ଷ − 3𝑥ଶ + 𝑥 + 2  be expressed as a linear combination of the 
polynomials  𝑥ଷ − 𝑥ଶ + 2𝑥 + 3  and  2𝑥ଷ − 3𝑥 + 1  in 𝑃ଷ(ℝ)? Justify. 

Determine if the set   

ቄቀ
1 0

−2 1
ቁ , ቀ

0 −1
1 1

ቁ , ቀ
−1 2
1 0

ቁ , ቀ
2 1
2 −2

ቁቅ 

in  𝑀ଶ×ଶ(ℝ) is linearly independent or linearly dependent, where 𝑀ଶ×ଶ(ℝ)  is the set of 
all 2 × 2 matrices over  ℝ. Justify. 

Let 𝑆 = {(1,1,0), (1,0,1), (0,1,1)} be a subset of the vector space 𝐹ଷ. Prove that if 𝐹 = ℝ, 
then S is linearly independent and if F has characteristic 2, then S is linearly dependent.  

4. Determine if the polynomials 𝑥ଶ + 𝑥 + 1,  2𝑥ଶ + 3𝑥 − 1  and −𝑥ଶ − 𝑥 + 5  generate 
𝑃ଶ(ℝ).  Justify. 

What is the standard basis in 𝑃௡(𝐹)? For a fixed 𝑎 ∈ ℝ, determine the dimension of the 
subspaces of 𝑃௡(ℝ) defined by  {𝑓 ∈ 𝑃௡(ℝ): 𝑓(𝑎) = 0}.  



5. Show that 𝑆 = {𝑎 + 𝑖𝑏 ∶ 𝑎, 𝑏 ∈ ℤ, 𝑏 is even}  is a subring of ℤ[𝑖] but not an ideal of ℤ[𝑖].  
Further, with complete explanation, find the number of elements in ℤ[𝑖] 〈3 + 𝑖〉⁄ .  Find all 
maximal ideals in ℤ଼. 

6. Show that the field ℤଷ[𝑖] is ring isomorphic to the field  
ℤయ[௫]

〈௫మାଵ〉
.      

Determine all ring homomorphism from ℤଶ଴ to ℤଷ଴. 
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Attempt any four questions. All questions carry equal marks. All symbols have usual meaning. 

1. Let 𝑆 = {𝑧 ∈ ℂ: |𝑧| < 2} and let 𝑇 denotes the boundary of 𝑆. Find interior points, 
exterior points, boundary points and accumulation points of  𝑇. Does there exists a 
sequence (𝑧௡) in 𝑇 such that the series  

෍ 𝑧௡

ஶ

௡ୀଵ

 

converges? Justify your answer. Expand the function 1/(2 − 𝑧) into the Maclaurin 
series valid in the disk 𝑆. If 𝑓: 𝑆 → 𝑇 is a function such that 𝑓 is analytic everywhere 
in 𝑆, prove that 𝑓 is constant throughout 𝑆. If 𝑔: ℂ → 𝑇 is an entire function, prove 
that 𝑔 is constant throughout the complex plane. 

2. Show that the function  
𝑓(𝑧) = 𝑧𝑒ି௭ 

is entire by verifying that the real and imaginary parts of 𝑓 satisfy the Cauchy–
Riemann equations at each point of the complex plane. What is the anti-derivative of 
𝑓? If 𝐶 is any contour extending from 𝑧 = 0 to 𝑧 = 𝑖 𝜋, find the value of the integral 

න 𝑓(𝑧)𝑑𝑧
஼

. 

Also, use the ML-inequality to prove that 
 

ቤන
𝑓(𝑧)

𝑧ଶ − 1
𝑑𝑧

஼

ቤ ≤
2𝜋√𝑒

3
 

where 𝐶 is the positively oriented circle |𝑧| = 1/2. 

3. Consider the function 𝑓: ℂ → ℂ defined by 𝑓(𝑧) = (𝐼𝑚 𝑧)ଶ.  Use the Cauchy–
Reimann equations to determine the points where 𝑓 is differentiable. Is 𝑓 analytic at 
those points? Compute the integral 

න 𝑓(𝑧)𝑑𝑧
஼

 

where 𝐶 is the boundary of the square  {0 < 𝑥 < 1 & 0 < 𝑦 < 1}  in the counter 
clockwise direction. 



4. Let 𝐶 be the positively oriented circle  |𝑧| = 1. Use the Cauchy Integral Formula to 
evaluate 

න
cos 𝑧

𝑧
𝑑𝑧

஼

. 

Deduce that 

න cos(cos 𝑡) cosh(sin 𝑡) 𝑑𝑡
ଶగ

଴

= 2𝜋. 

Use the extension of Cauchy Integral Formula to find the value of the integral 

න
e୸ cos 𝑧

𝑧ସ
𝑑𝑧

஼

. 

5. Find the pair of complex numbers 𝑧ଵ and 𝑧ଶ such that  

𝐿𝑜𝑔 (𝑧ଵ𝑧ଶ) ≠ 𝐿𝑜𝑔 𝑧ଵ + 𝐿𝑜𝑔 𝑧ଶ 

where 𝐿𝑜𝑔 𝑧 represents the principal value of log 𝑧. Is 𝐿𝑜𝑔(1 + 𝑖)(1 − 𝑖) =
𝐿𝑜𝑔(1 + 𝑖) + 𝐿𝑜𝑔(1 − 𝑖)? Justify your answer. Expand the functions 𝑧ଷ − 6𝑧ଶ +
7𝑧 − 3 into a Taylor series about the point 𝑧଴ = 1. Give two Laurent series 
expansions in powers of  𝑧  for the function 

𝑓(𝑧) =
𝑧

(𝑧 − 1)(𝑧 − 2)
 

and specify the regions in which those expansions are valid. 

6. Determine whether 𝑧଴ = 0 is a pole, a removable singularity or an essential singular 
point of the function  

𝑓(𝑧) =
1

1 − cos 𝑧
 

and 

𝑔(𝑧) = 𝑧ଷ𝑒ଵ/௭మ
. 

Also, determine the residue of 𝑓 and 𝑔 at 𝑧଴. Use the substitution 𝑧 = 𝑒௜௧ and the 
Cauchy Residue Theorem to evaluate the integral 

න
4 cos 𝑥

5 − 4 cos 𝑥
𝑑𝑥

ଶగ

଴

. 
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Attempt any four questions. All questions carry equal marks. All symbols have usual meaning. 

 

1. Let the probability density function of a continuous random variable X be given by 
𝑓(𝑥) =  𝑐𝑥(1 − 𝑥) for 0 < x < 1 and 𝑓(𝑥) = 0 elsewhere. Find the value of the 
constant c. Further, find the value of mean, variance, moment generating function of 
𝑌 = 3𝑋 + 1 and the probability that 𝑌 lies within 2 standard deviations of the mean of 
𝑌. Compute the cumulative distribution function of  𝑌 and  use it to find 𝑃[𝑌 > 2.5]. 

 

2. Consider a random experiment of shooting a bullet inside a circular disc of radius 𝑟. 
Let a random variable 𝑋 denote the distance of the bullet mark from the center of the 
disc along the radius of the disc passing through the bullet mark. Find the average 
distance 𝑋, median distance 𝑋, standard deviation of 𝑋 and the moment generating 
function of 𝑋. Also find the probability that the bullet will hit (i) exactly at the center 
of the disc (ii) exactly within a concentric circular disc of radius 𝑟/4 and (iii) exactly 
on the boundary of the concentric circular disc of radius 𝑟/4. 
 

3. Let  𝑋ଵ and 𝑋ଶ have the joint probability mass function  𝑝(𝑥ଵ, 𝑥ଶ) given by 

(𝑥ଵ, 𝑥ଶ) (0,0) (0,1) (1,0) (1,1) (2,0) (2,1) 

𝑝(𝑥ଵ, 𝑥ଶ) 1/18 3/18 4/18 3/18 6/18 1/18 

            and 𝑝(𝑥ଵ, 𝑥ଶ) = 0 elsewhere. Find the marginal probability mass functions 𝑝௑భ
(𝑥ଵ) 

and 𝑝௑మ
(𝑥ଶ) and the conditional means 𝐸(𝑋ଶ 𝑥ଵ)⁄  and 𝐸(𝑋ଵ 𝑥ଶ)⁄ .  

Further, give example of two random variables 𝑋 and 𝑌 such that 𝑋 and 𝑌 are 
dependent but the covariance between 𝑋 and 𝑌 is 0.  

 

4. Let X and Y  have the joint probability density function given by  

                                  𝑓(𝑥, 𝑦)  =  ൜
8𝑥𝑦,          0 < 𝑥 < 𝑦 <  1
0,                         elsewhere

 . 

Find the joint moment generating function of X and Y and hence compute the 
coefficient of correlation between X and Y.  

 



5. State Markov and Chebyshev’s inequalities and explain their significance. Let  𝑋 be a 
random variable with 𝐸(𝑋) = 3 and 𝐸(𝑋ଶ) = 13. Use the Chebyshev’s inequality to 
determine a lower bound for  𝑃(−2 < 𝑋 < 8). Further, obtain an upper bound for 
𝑃[ |𝑋| ≥ 1] using Chebyshev’s inequality if 𝑋 is a random variable having probability 
mass function given by  

𝑥 −1 0
𝑝(𝑥) 1/8 6/8

1
1/8

 

6. Let 𝑋ଵ, 𝑋ଶ, … 𝑋௡ be a sequence of independent Bernoulli variates such that 

                                   𝑃(𝑋௜ = 1) = 𝑝, 𝑃(𝑋௜ = 0) = 𝑞, 𝑝 + 𝑞 = 1.  

Let 𝑋 = (∑ 𝑋𝑖)/𝑛, 1 ≤ 𝑖 ≤ 𝑛.  Verify Central Limit Theorem by showing that 𝑋 
tends to be Normal as 𝑛 → ∞. A customer care center is operating in such a manner 
that the number of customers attended on a particular day is a random variable with 
mean of 250 persons and a standard deviation of 20 persons. Use the Central Limit 
Theorem or otherwise, find the probability that the average (mean) number of 
customers attended in a random sample of 45 days is at least 255? 
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 Attempt any four questions. All questions carry equal marks. All symbols have usual meaning. 

1.  The rate of increase of bacteria in a culture is proportional to the number present. The 
population multiplies by the factor  𝑛 in the time interval 𝑇. Find the number of bacteria 
at time 𝑡 when the initial population is 𝑝଴. The population is found to increase by 2570 
bacteria from 𝑡 = 2 to 𝑡 = 3  and by 5615 bacteria from 𝑡 = 4 to 𝑡 = 5.  Show that 
𝑝଴  =  2460  approximately and that, when 𝑇 =  3, 𝑛 is about 3.23. 

2. Let X(t) denote the prey per unit area and Y(t) denote the predator per unit area. Write a 
simple model for the growth of the prey density, and draw the graph for its population 
density. Subsequently modify the model to include the effect of depletion of natural 
resources on the prey population. Now take into account the predator-prey interaction and 
develop a differential equation model for the interaction. Hence, find the equilibrium 
points for the model.  

3. What does a singular point signify? Examine what fixed points arise in the phase plane 
for  

𝑑ଶ𝑥

𝑑𝑡ଶ
− 2𝑏

𝑑𝑥

𝑑𝑡
+ 𝑎𝑥 = 0, 

where a and b are constants (a ≠ 0). 

4. Show that the iteration scheme 

𝑥௡ାଵ = 1 −  𝛽𝑥௡(1 − 𝑥௡) 

has a stable fixed point 𝑥଴ = 1 for 𝛽 < 1 and that 𝛽 = 1 is a bifurcation point where the 

fixed point  𝑥଴ =
ଵ

ఉ
 appears. By taking 𝑥ଵ = 0.250, do you observe period doubling in the 

system as 𝛽 exceeds 3? Justify. 

  

 
 

𝑆ଵ\𝑆଴  A G C T 
A 7 0 1 0 
G 1 9 1 1 
C 0 1 7 2 
T 1 0 1 8 



 
5. Explain matrix model of base substitution from ancestral sequence  𝑆଴ to descendent 

sequence 𝑆ଵ. Also show that the probabilities of each base in the ancestral sequence 𝑆଴ 
are transformed into the probabilities of each base in the descendent sequence 𝑆ଵ  after 
one time step. From the given frequency table of 40-base sequence calculate the 
probabilities after one time step.  

 
6. Draw a single topologically distinct un-rooted bifurcating tree that could describe the 

relationship between 3 taxa. Draw all the three topologically distinct rooted bifurcating 
trees that could describe the relationship between 3 taxa. Also draw all the three 
topologically distinct un-rooted bifurcating trees that could describe the relationship 
between 4 taxa.  From the given distance table, construct a rooted tree showing the 
relationship between S1, S2, S3 and S4 by UPGMA. 

 

 
 

 

 S1 S2 S3 S4 
S1  0.06 0.12 0.14 
S2   0.14 0.12 
S3    0.22 
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Attempt any four questions. All questions carry equal marks. All symbols have usual meaning. 

 
1. Suppose that 𝑓(𝑥) ∈ ℤ௣[𝑥] and is irreducible over ℤ௣, where p is a prime. If deg 𝑓(𝑥) = 𝑛, 

find  the  number of  elements in the field  ℤ௣[𝑥]/〈𝑓(𝑥)〉.  

Show that the polynomial 𝑥ଶ + 2𝑥 + 3 is irreducible over  ℤହ and use this to construct a field 
of order 25.  

2. Let 𝐷 be a Euclidean domain and 𝑑 the associated function. If 𝑎 and 𝑏 are associates in 𝐷, then 

what is the relation between 𝑑(𝑎) and 𝑑(𝑏)? Justify your answer.  

Also prove that 2 + 3𝑖 and 2 − 3𝑖  are not associates in ℤ[𝑖]. 

3. Let 𝑉 = ℝଷ and define 𝑓ଵ, 𝑓ଶ, 𝑓ଷ ∈ 𝑉∗ as follows 

𝑓ଵ(𝑥, 𝑦, 𝑧) = 𝑥 + 𝑦,    𝑓ଶ(𝑥, 𝑦, 𝑧) = 𝑥 − 2𝑦 + 𝑧,    𝑓ଷ(𝑥, 𝑦, 𝑧) = 3𝑧. 

Prove that {𝑓ଵ, 𝑓ଶ, 𝑓ଷ}  is a basis for 𝑉∗, and then find a basis for 𝑉 for which it is the dual basis. 

4. Let 𝐴 = ቂ
1 2
2 1

ቃ. Show that 𝐴 is diagonalizable and find a 2 × 2 invertible martix 𝑄 such that 

𝑄ିଵ𝐴𝑄 is a diagonal matrix. Also compute 𝐴௡ where 𝑛 is a positive integer. 

5. Let 𝑉 = ℝଷ , 𝑢 = (1, 2, 2)  and 𝑊 = {(𝑥, 𝑦, 𝑧) ∶  𝑥 + 𝑦 − 3𝑧 = 0}.  Find the orthogonal 

projection of the given vector  𝑢  on the given subspace 𝑊 of the inner product space 𝑉. 

6. Show that every self-adjoint operator on a finite-dimensional inner product space is normal. Is 

the converse true? Justify your answer.  

Let 𝑉 be an inner product space over ℝ and let  𝑇 be a normal operator on 𝑉. Then show that 

𝑇 − 3𝐼 is normal, where 𝐼 is the identity operator on 𝑉. 

 
  


