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1. Write your Roll No. on the top immediately on receipt

of this question paper.

2. Question No. 1 is compulsory.

3. Attempt any four of Questions Nos. 2 to 8.

1. (a) Consider the recursive version of Insertion sort

algorithm as follows :

In order to sort A[1 : n], we recursively sort

A[1 :n-1] and then insert A[n] into the sorted

array Al7: n-l]. Write a recurrence for the

running time of this algorithm. (3)

P.1" O.
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(b) What are the minimum and maximum number of
elements in a binary heap of height h?. (2)

(c) Which of the following algorithms are stable:
Insertion sort, Quicksort? Justify with the help of
an example. (3)

(d) What are the two key factors that decide whether
Dynamic Programming is applicable for an
optimization problem or not? (2)

(e) "The minimum spanning tree in a graph is not

always unique." Justify. Give a graph with 5 nodes

that has two different minimum spanning trees.

(2)

(Q Would you use BFS to find the shortest path

between two nodes in a weighted graph with
arbitrary edge weights? Justify your answer with
the help of a graph having at least 5 Vertices and

at least 7 edges. (3)

(g) "Counting sort is a comparison sort algorithm."
Yes or No. Justify your answer using the input
A:< 4,3,2,4,7,5,2,4,3 > (3)

(h) A priority queue can be implemented in two
different ways using min-heap and using singly

. linked.list in which elements are stored in sorted
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order (Smaller values indicates higher priority).
Compare the time complexity of following
operations when performed on two different
implementations of priority queue"

(1) Finding the highest priority element

(2) Deleting the highest priority element

(3) Increase the priority of a certain element

(6)

(i) Find possible Topological sorts of the given directed

acyclic graph. Give any four : (2)

Give the worst case for the merge algorithm to

merge two sorted arrays A[1... fr], B[1...n2] (where

n = k * m) and give the total number of
comparisons in the worst case (in terms of n),

Merge the two sorted arrays A: [3, 7,9,12, l4J
and B : f2,5,6, 101 using merge algorithm. How
many number of comparisons are done by the

algorithm in the above example? (6)

P.T.O.

0)
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2.

(k) Consider the Interval Scheduling problem wherein

we are given a resource and a set of requests

each having a start time and a finish time' The

goal is to maximize the number of requests

scheduled. Show that the following greedy strategy

does not give an optimal solution for the above

problem.

Greedy strategy: Select the request with fewest

number of incompatible requests" (3)

(a) Professor William claims that the A(n lg n) lower

bound for sorting n numbers does not apply to his

machine. The control flow of a program on his

machine can split three ways after a singie

comparison of two elements of the array ai : ai'

The three ways are a ( oj, a = ai, or ai > aj'

Show that the professor is wrong by proving that

the number of three-way comparisons required to

sort n elements is Q(n lS n). (s)

(b) Suppose you have an algorithm to find median of

n elements of an unsorted array in O(n) time in

the worst case. Now consider an implementation

of .Quicksort where you first find median using

the above algorithm, then use median as pivot'

What will be the time complexity of this modified
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Quicksort? Write.down the recurrence relation to
justify your time complexity (Median of n elements

is the element whose rank is nl2 if iz is even and
it is (n+1)12 rf n is odd). (s)

3. (a) Illustrate the operaiion of BUILD -MAX -H EAp
on the array A <4,3,7J,10,28, 19,6, 12,'7>.
Write down the total number of comparisons done

by BUILD -MAX -H EAP. (5)

(b) Consider the following recursive relation for 0-1
. knapsack problem.

If w < w,, then OPT(i, w) : OPT(i-1, w)

else OPT(i, w) : max(OPT(i-1, w), vi + OpT(i-1,

_))
where OPT(i, w) denote the value of the optimal
solution using a subset of items {1,2,...i} with
maximum allowed weight w.

v, is the cost of ith item

Fill the missing value"

What is the running time of the recursive
implementation of the above recurrence? Justify.
Giye memoized recursive algorithm for the above
problem. Explain how does it improve the running
time? (s)

P.T.O.
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Give an algorithm to sort n integers in the

range 0 to n3- 1 in O(n) time. Justify it's time
complexity. (4)

',
(b) Suppose we use randomized select to select the

minimum element of the array A : < 4, 2, l,'7, 8,

72, 3, 0, 9, 5, 10 >. Describe a sequence of
partitions that result in a worst case performance

(a)4.

of randomized select.

(c) Suppose an input to the bucket sort

not uniformly distributed. What will
of this condition on the running
algorithm? Justify.

(4)

algorithm is

be the effect

time of the

5.

(2)

(a) A Shopkeeper has n empty boxes and M number

of balls. Let {K,, K2 ..Kr} denote the number

of balls that each box can .store.

Given M and lKr^ K:. . KnI, describe a

greedy algorithm which determines the minimum
number of boxes needed to store the balls. Give

time complexity of the algorithm. (4)

(b) Design a O(lVl+lEl) time algorithm to find whether

a given undirected graph is bipartite (where V is

the set of vertices, E is the set of edges of the

graph). (4)
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6.

(c) Give spaOe requirements of adjacency matrix and

adjacency list representation having .n edges and

n vertices. " (2)

(a) "Prim's algorithm only include an edge in the

Minimum Spanning tree when it is justified by the

Cut property.".State the Cut Property. Justify the

above statemenl on the given graph showing cuts

in all the intermediate steps.

(b) Suppose divide and conquer approach is used by
an algorithm to solve a problem on the input of
size n. The algorithm divides the problem into
k number of smaller instances, each of which is
1/b the size of the original problem. It solves the

. problem recursively on these smaller instances and
combine their solutions to construct the final

P.T.O.

(s)
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solution of the original problem. Let G(n) denotes

the cost of dividing the problem into smaller

instances and F(n) denotes the cost of combining

the solutions.

Write the recurrence relation to find the running

time of the algorithm. Give G(n) and F(n) for

Both Quicksort and Mergesort aigorithm. (3)

(c) Let G be a graph with n vertices and m edges.

What is the upper bound on the running time of

Depth First Search on G, where G is represented

as an adjacency matrix? (2)

7. (a) A boat has a capacity e'to carry 1oad. There are

n number of items each having certain weight Wi

associated with it. The goal is to select the set of
items that the boat should carry so that it could

carry maximum load(i.e. sum of the weights of
selected items should be maximum) within its

capacity C.

Design a Polynomial time Dynamic Programming

algorithm for the problem. Derive the time

complexity of the above algorithm"

Run this algorithm on the..sample instance given

below to find the optimal solution. (6)



tt43 9

Capacity of the boat : 4kg

8.

Items Weights

Iteml 3kg

Item2 2ke

Item3 1kg

(b) Suppose we perform a sequence of n operations

on a data..structure in which the ith operation costs

i if i is an exact power of 2, and 1 otfrerwise. Use

aggregate analysis to determine the amortized cost

per operation. (4)

(a) The following graph represents network of airports

that are connected to each other. Each edge

represents the distance (in multiples of 1000 miles)

covered by the flight to travel from one airport to

another and vertices represents the airports. A
flight starts from airport s and has to reach

destinations'c, d and e. Run an efficient algorithm
to find the route taken by the flight to each to its
destinations in minimum possible time. Show ali
the intermediate steps taken by the algorithm.

Also derive its tiine complexity. (s)

P.T.O.
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(b) There are n Jobs where each job starts at time s,

and finishes at time fi. There is a profit associated

with each job. The goal is to find a subset of non-

overlapping jobs such that the sum of their profits

is maximum.

Given below is the instance of the problem :

Give a Dynamic programming iterative solution for

the above problem. Explain the recurrence relation

used in the solution.

Show that the "Optimal solution to the above

problem contains within it optimal solution to its

subproblems." With reference to the .above
examPle' 

,rr::]

Job Number Start Time

( sr)

Finish timp

(q)

Profit

(pi)

Jobl 0 6 60

Job2 1 4 30

Job3 J 5 i0
Job4 5 7 30

Job5 5 9 50

Job6 8 10
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Instructions for Candidates

1. Write your Roll No. on the top irurnediately on receipt
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2. Ihe paper has Trvo Sections.
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-4,. are comprrlsory.

4. Attenipt any Forrr questions from ,scction B,.
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SECTION A

r i) \\ har is a prott.ityping niode l? \\'lrcn is it rnt:st
apllr opriate to use protctvping nrt,ilcl,/ (l+Z)

P. f .o.
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(ii) What rs Gantt chart? How
scheduling?

CTION B

Expiain the following terms :

(i) Known requirements

is it uscrl ibr projeci
/ I - :) ,( I - _)

( 10)

(iii.1 Whrt is an SRS? List any 3 characrcristics,rl'
sRS. : (1 r-,1;

(iv) Stale three basic assumptions rvhich an agiie
process is expected to handle. (3)

(v) What is risk exposure? How is Risk lrxposurc
determined? (1 !2)

(vi1 \\u hat do you understand by CMMII Ilxl,lain rhe

various levels of CMMI. /5 i

(vir) "seftware Engineering is a iayered technology,.
Justify the given staternent. (5)

(r,iii) Explain any two development activitit:s tlefineci
by the process patterns usecl in Scnrnr. (-1)

(ix) What is Cohesion? Explain any three different
types of cohesion. (2+3)

I

"l

2.

I

T
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(ii) Unknown

(iii) Undrcamt

(rr ) Functiona.l

aJ

requiremcnts

requlre ments

recluire ments

(v) Non-functional requirements

Thc given system computes the salary of the empioyees

and generates the salary slip. Create context level

and ler,.el 1 DFD (Data Flow Diagram) of the given

svstem.

Also drarv the data drctionary of the system.

The basic input is the weekly timesheet

The source for the input is a worker

The basic output is the pay-check

srnk lor the output is also a rvorker

Procedure:

In this svstenl. first the einp1o1,.ee's record

retrier.'eci. using the etnployee ID, lvhich
contained in thc timesheer.

P.T.O

The

is

is

\
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" Fi-onr thc.cnrplol,ee record.

lllt(l o\ eit irilc lrr,.. rthll ineLi .

'l'he amount paid is

rccords.

the rate pavment

also recorded i.n the company

(10)

of

'['hesc riites. lni] the regular ancl overtirne hours
are irscd r() eornpute the pai..

After the total pay is tlerermined. taxes art:

rieducted

'i-tr contpiite tire tax deducti<ln. inf'ormation lronr
the tax rate i'ile is userl.

'lite amor:nt of tax dedr_rcted is rccorcleci in thc

ctltlrl,rvgr' rttd Contpan) r'e('()rds

Finalll'. the pav-check is issLrecl firr the net pay.

4. (-.ompute the C1'clomatic Complexity. ol the given
11ou' graph usinq three diff erenr nrethods. Iclentify all
the regions ancl list all the indepe ndent paths of the
i-lou, graph : ( 10)
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): \it) Ilow rrr tr maintainability and

softrt'art'rrsed as a measure of

Explrr in the follbwing metric

specifi cation quality :-

Compute the F unction

with lire fojlowing
characteristics.

integrity o f the

softwate qualityl)

(6)

to determine the(b)

6. (a)

( r ) Specificity

(ii) Oompleteneiss of the functional requiremenr

(4)

Point value for a projecr

rnlorqralion C..rr -.

P.T.C,
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Assume the rneasu 
'170

divided anrong ,"rt"^:-tn' 
p:trameters arc equilll

Further, ,r.r;";;' 
avera6le and high 

",rrrpr"*ir-0.
value is 1.05. 

tt the'conrpl.c'xity 
attjustm.nt

(b) ar rhe conc,
de'rerrnined,nl:t1:'of rr proiect, i{ has bccrr
modering.",,:;,:' ".':o.' werc round 0r,.,,;,;;
rhe constru",;::t, 

and r2 e*ors r\

erirrs that weon 
activity 

'n" *'"'" 
found tluring

activity' whut 'ttot 
discov"tto'"tt 

traceal:le to

activiry? 
t is the ;;;';:,',,,1:";:l;iil,;

porta.r '.Es,op,,e 
diagram for an .t

as given bejow 
. rh"";;ff1.:1il:.i::l:j::

" J.he users wi
authenricar" ,nl',"'' 

in and the z\dmin wrr.l

I 
,ot ,n derails o/ th(. ,r.. 

*"'

(t

7.

8.

i,j )

I
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" After successful 1og in users can select the

product to purchase and keep ihcr:l in cart'

. The-v can vier'v and edrt the cart itcms'

. To place the orcler user ha's 
.to l.::t"u'^te 

the

total atnount to be paid which is verrfied b-rr the

ad ntin:

. Afier verrfication the paynlclrt cau he dotre

through credit card

' The paylnent receipt is set-rt orl nrail 'o 
ut",n,

(t) Corlsiticr a program for compullllg the futrcitor'

f(x.,v), rtlte re th-e input bounclaries of x atlti v are

given below

1 a=x<= 1 0

1 Q-=v<=20.

Design the boundary value test cases for

program '

the above
/ /\
\41

Lq. ia) \virai is tol:r dorvn ancl botto* "oo"t.:.1.:l-r ":l
ilrtegration lesting? Explarn the use "t t'-":'.::l,^"

f)rivers in tile colltexl of Iniegration lestitlg'

lli'-rstrater'"ithanexample((r)
P tr)
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ilrl l1plrj,. irii.\ i.UUIl key qualirl lrttributes as
rtlcnril'ied bi JS{ ) 9126 standartls, {4)

(1 s00)

f
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+1. ^.LrraL C?I] aCCCpt the
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ri) Ficurisric f Lrncrioir

ilit Soli\vat-e.lcent

tb) y7.-, . J contexi lice grrrirrrrrrr.
.sentence: ..p.anl 

hit tirc ball.,.

1.
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(c) In the foilo.,v.lg iwo-ciy gamc tr:c-e, ihe te::-r-:inal

nocles shc.lv the utility values conrlt.,;tcci b;; tiie
utility function. Use the Mininrrx algorithm to
compute the utilitl'values lor otlrcr nodes in the

given game tree. (2)

(d) Find rvhether the ftrllou,ing set is unii'jable or not.

If unifrable, find the most generirl unil.ier(m.g.u.).

w : {PARENTS(x, FATHER(x), tvtr)TIIl:R(bill)),
PARENTS(bi11, FATHER(bi11), y))

{

ll

(e) Express the follorving senrencc as

dependency structure:

"Sohan gave Tina a box of chocolirtc,' ()\

conceptual graph and F'OpL

for the following sentcnce:

c o nc eptua I

(f Write the

representation



rvhether tlie foliowtng

contradictor;; or va1 id:

P--+Q+.'P

r-) )

:^ r". 1.. I)L: 1.1 1)u, l\

(-r )

seniettce i's

(l)

A* algoi ithnr

erample

1108 3

''irvery rnotorbike llas a hanClc'' (1)

(g) Consitier tn;rt append(L1,L2,L3) is a 1'utrctiotr i;r

Proiog, in r,vhich lisi LI is contacted u'ith L2 ar-'iJ

tire result is storecl in I-3' \\/liat u'ouiti bs thc

outllttt of the i'ollorving statcrrletlt in Proitls'/

?- appcncl(12,3.41,L.[2,3.4,a.b ])'

(h) irinci ihe tneatling of tire slalelnent

(-PVQ) &R + SV("11 &

lor thc itltcrpretaiion: P is 
"r-ue, 

Q

tlue, S is ltuc.

-(P

(k) Detcrn-rinc

satisliable,

\'-Q) & (R +S)

(l) Wh-v should the heuristic function o1

alrva.vs underestimate? Give reasoll'

is

i?\

(j) '1-rans1'orm the follorving sentence into dis.lunctivc

rtoi'ntal Iorlll:

.t

a

f

S:

pTC)
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1

(3)

(nr) \\/irat rs non-rnonotonic reasoning? Give an

e xample. (3)

(n) Prove that if A and B arc indepenclent t:vents,

P(A B) = I'(A) (Note tirat A and B are

inclepcnclent if aucl onil i1'P(A & B) : P(A)P(B)).

(3 )

(a) Differentiatc betu'een partiellr, obserr,,abje ancl fully
obserr rblc task envirortme nt t,I arr atcrrt. Give an

example of eacl.i. I (S)

Create a lramc netlvork i'or tcrrcstrial motor

vehicles (cars. trucks. nlot{rrcvclcs) ancl given one

complete frame rn detarl for cars'lvhich includes

thc slots for the main contponeltt. parts, their

attribr-rtes, ancl relations belrr,een parts. (5)

(a) \\ihat is closed u,orid assurnption? Give an

example. (3)

(b) Dcline N{oclus ponens ru1e. Elaborrte using an

example. (3)

(b)

-).
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(c)
I

Given lornrula S, and S, below. show

a logical consequence of the two.

S,: (Vx)(P(x) -+ Q(x)) and Sr; P(a)

that Q(a) is

(4)

?

4. (a) (lieate a script for shopping in a supermarket.

(s)

(b) .iorrrt probability I'(x,, xr,... , xr) by inspection as

a pr,oduct of chain conditional probabilities is :

P(xl X2,..., xr) : P(xr lxr). P(xu ixr).I'(x, lx,
r,) . P(xo | *, *,) . n(xr) . P(xz lx,) P(x,)

Draw the Bayesian belief network fbr the salrle.

. {5)

Writ,e a program in Prolog to compute the sum of

clcments of a list (5)

What are alpha and beta cutoffs? How alpha-beta

pruning is used to improve the efficiency of

Milimax procedure? (5)

5: (u)

(b)

6. (a) Cornpare and contrast

Clirnbing search. You

Best-first search and Hill
can use example. (4)

P.T.O.

I

I

'I
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7.

(b) i:hat is a Rerr",,-"-- i':a:''- tion Ni:-1:,'1.rk ''i'llr ' '

G.rre en exam!::.e. l'i)

(c) Give two limitations of propositiotral Iogic (.2)

(a) Consider the following axioms :

J anua ry

Cloucls ,]:
Cold & Preciptation -) Snow

January + Cotd

Clouds -+ Precipitation

Convert them into clausal form and prove the trutir

of ':Snow" using resolution' (5)

(b) Develop a parse tree fbr the sentcttc<' " lltc crttel

man locked the dog in the Itt-rttsc" usittg tlle

lollowing rules.

NP-+N
NP+DETN

VP-+VPP

PP + PREP NP

,.

6
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8. (a)

DIT -+ ,\ii'i' An.
ir-.i + Ar.i
ll' -+ man i tiog j house

\' > ltrckecl

nltT irlre,rr
ADJ -+ cruel

PIIEI, ,-; irr

Solve the fbllori,ing crypt
constrainl s;rt is fhcl iorr.

(:; )

aritirmetic problem using

ODD

r. ODD

EVEN

(b) Describe the Iimit:rtions

(c.1 Define the puAS for

('l )

of Hili C--limbi;:g Mcthocjs.

(3)

vacuum cleaner ageni.

(1 s00)

(:r )
,l

I

t
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Instructions for Candidates

l. Write your RolI No. on the top inrniedialely on receipt

of this qucstion Paper'

Z. Question No. 1 (Section

3. ArternPt auY { Qucstions

B)

4. Parts of a question must

1.

Section A

(a) Horv are accuracY rate and

evaluation of a classification

error calculated for

model? (2)

P.T.O.

,L

I

\

t
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(b) Briefly describe the aggregation technique in data-

preprocessing? (2)

(c) Normaiize the age of four students, Eiven by the

values {18,21,22,25}. (2)

(d) Explain briefly the

reduction.

significance of dimensionality

(e) What is an outlier in context of a

(2)

dataset? (2)

(f) What kind of Association Rules do you think would

be stronger and more interesting - the rules rr,,ith

high support and low confidence or the rules r,vith

lorv support and high confidence? Why? (3)

(g) Define the use of sampling in data rnining? Name

two sampling methods. (3)

(1i) What are the three factors that affect the
computational complexity of Apriori algorithm?

(3)

(i) Distinguish between the following type of clustering

schemes :

(i) Exclusive

(ii) Complete

Ftrzzy Clustering

Partial Clustering

vs.

VS. (4)
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O What do you understand by the term missing data

in data mining? Briefly describe two methods for
dealing with missing data. (4)

(k) Define the terms

What chalienges

data?

(1) Define precision
classification.

scalability and heterogeneity?

do they pose while mining the

(4)

and recall metrics used for
(4)

2.

Section B

(a) Explain discretization and binarization in context

of data pre-processing. (.4)

l

) (b) Consider a

satisfaction

very good)

categorical attribute Customer

{unsatisfactory, poor, neutral, good,

abo.,,e categorical attribute to

attributes. (2)

e

l) (i) Convert the

three binary
rg

(ii) Convert the same attribute
asymmetric binary attributes.

(c) State the Apriori Principle.

to five
(2)

(2)

P.T.O.

4)

':
1

)



:

a
J.

117 4

4.

For the given employee table, identify the type of
each attribute (nominal, ordinal, interval- scaled, ratio_
scaled), giving justification for your choice. For each
attribute that has missing values, briefly state how
will you handle missing values therein. (1 0)

(a) Consider the follorving
object has a class label
associatecl with it.

dataset u,here each data

along r,vith five features

Emp_id Gender Age Home

-pin
code

Date_
oL
ioinins

Desig. Contact No Email-id

1001 M 32 232322 r6l4lr0 Captain 981 828706 h(iitgn1r..otn
I 002 F 31 222321 21/3/11 Cantain 98fi2t072 t-l?)gnta.coru
1 003 F 34 24343t 23/4/08 Maior 99266s007 2?
1 004 M 12 232432 2U5/09 Cantain 987654390 rtli[ma.aolr
r 005 M 3s 454656 t3/4/07 Colonel 98r 123156 drDgma gqm
i006 ?1 36 46564s 0415t05 Colonel 786789564 cSri{:mit.aot}1
1007 F 30 234t23 09/7112 Captain 885678909 ?2
1008 M 676818 1811110 Maior ?? x,l, sma.qol]l
I 009 M s65768 24/6^l Colonel 989967890 C rZignll.aOll1
1010 M 30 498976 05l9lt2 Ivlajor 2? d'rltma.conr

Class Cap Shape Bruises Odour Stalk Shape Habitat

Edible Flat Yes anise Tapering grasses
polsonous Convex Yes pungent enlargening grasses
Edible Convex Yes almond enlargening grasses
Edible Convex Yes almond Taperins meadows
Edible Flat Yes antse enlargening woods
Edible flat No none enlargening urban
poisonous conical Yes pungent enlargening urban
Edibte flat Yes anise enlargening meadorvs
porsonous convex Yes pungent enlargening urban

I

1
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Consider the following pair of rules :

' (Odour = pungent) and (habitat : urban)

-+ (Class : Poisonous)

' (Bruises = Yes) -+ (Class : edible)

(i) Are the two rules mutually exclusive?

JustifY Your answer.

(ii) Calculate coverage and

of the ruLes.

(2)

accuracy for each

(4)

(b) Consider the one-dimensional labeled data set given

below:

Ciassify the data point x: 4.0 according to tlie 5-

nearest neighbours, using the majority voting

scheme. (4)

(a) What are the three conditions needed to bt:

satisfied by a distance measure, so that it can be

established as a distance metric? (3)

P .T. a).

1l

i

5.
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(b) Show whether Euclidean Di.stance. used for
finding distance between two data ot,jects
or(xl, y1) and o2(x2, y2), can be treateri as a
distance metric. (6)

(c) With the help of a diagram, expiain the usage of
a dendrogram. (1)

6. Consider a transaction database D, consisting of nine
transactions, as shown in the following tab1e. Suppose
the minimum support is set at 45%o and tir: minirnum
confidence is set at 70o/o, shorv clearly ri:e steps for
finding out frequent itemsets of all size. using the
Apriori algorithm. Also generate the strong association
rules from tlie frequent itemsets of size _:. i.10)

TID List of Items
T1 A,B,C,F
T2 B,D
T3 B,C
T4 A,B,C
T5 4,C,F
T6 BrC,F
T7 A,D
T8 A,B,C,E.F
T9 A,B,C



(1ooo)

I

)

-l
I

-
I

__l

5-

rng

(4)

I,C.

ll74 7

7 . Consider a dataset of images of dogs and cats' Suppose

thereare500imagesofdogsandcatseach.The
classification model predicts 340 correct images of

dogs and 410 correct images of cat' Perform the

oPerations that follow :

i
,1

I
,
I
!

i
I
!
t
I
l
\,

l(a) Draw the confusion matrix

(b) ComPute the classifier

sensitivitY'

for this Problem'

accuracy, error and

(4+6)

8. Given the following data points: 4' g' 18' 13' ll' 2' 6'

25, k : 3 and initial centroids t'':5 ' *2:10 and

P:= 15' Show clearly the clusters and new cluster

centres obtained after 'each iteration of K-means

algorithm for t,vo iterations of the algorithm' 
(10)

i

il:t
J
:r\r
\,

rtr
i

t
$]

\s
l-!

:

-ii
r}

t*

g.
J
?,

-h

Cr

T
"rf.l

be

rbe
(3)



contains. (r

i 'rnstructions for Cnndidntqr
t

L. Write your Ro11 No, ort thc

this question PaPer.

Sr. No. of Question PaPcr :

Unique Paper Code :

Name of the Paper :

Name of the Course :

Semester :.

Duration : 3 Hours ..

1. (i) Distinguish
unsuperv-i Sed

Maximum Marks : 75

top immediatelY on receiPt of

2. Section A is conlPulsotY.

3. Attempt any 4 (four) cttcstions from Section B'.

4. Use of scientii'ic calcttiator is allowed.

I
|.,

, 
.:!

,

I

SEC'ilON A

bct weun

1 eurni n g,

(sl

leir rntng

(5)

P.T.O"

supervised learning and

Illustrate 
"vith 

an examPle,

'tr
t:

(ii) Define Concept Leurning. I{ow thc concept

can be viewed as.'ttre task of searching?

,,
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(iii) Calcuiate the output y of'a singlq layor rtcural network

with three input neuron and one output neuron' The

input felture vector is (x1, x2, x3) = (0'8' 0'6' 0 4)

ancl weight values are [wl,w2,w3] - [0'2' 0'1' -0'3]

arrcl biqs 11. 0,35, Use birrary"Sigrrroirl ,function 
as

activation function, , (5)

Distinguislt betrveen overfitting and utttlerfitting' I{ow(iv)

(v)

it can affect model generalization? (s)

thq foliowing data

Using'an example cliscuss how ttow features can

be constructed by forming Cartesian production of

ex.isting features. What are the implications df this "

-r o (5)
approacn !

(vi) Suppose that the probability of five evellts are f 
f 

n11t)

: 0.5 dncl P(second) = P(third) = P(ftiu{th) ; P(Fifth)

(vir) Use K-tneans clustering to ciuster

into two groups : .

Assume cluster centroid are tn1=2 ttttd m2=4' The

clistance fuirction useci is Euclidean distance' I (5)

I

I,i

:

l



726'2 3

2.

SECTION B

(i) Find the least square regression line for the given

dataset using the .normal equation method. Show
I computation at each step.

(ii) Consider the dataset given below having rwo input
variables x1, x2 and one output variable y. Update the

coefficients 0r, 01 and 0, using gradient descent lor
the logistic regression model. Assume tire learning
rate = 0.3 and the initial values of coefficients as

0o = -0.5, 0t.= 1, and 0: : -1. perform one iteration
of gradient descent. (6)

(4)

(i) State Bayes Theorem.

(ii) Consider tire training data

Play is a cl,ass attribute.

(2)

following table wherein the

P.T.O.

xl x2 v
I 9 L4

2 I 7
J

,) t2
4 3 16
5 + 20

xl I 8 6
xz ) 5 3 2
v 0 0 I I
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':s Classifier usiug the abcve data'Build a Naive BaYe

Estimatetheoiasslabelforday(Humidity=L,Sunny=N,

Wind=W) using the above classifier' (8)

(i)4. Differentiate between

Gradient Descent'

(ii) IdentifY the first sPlitting

.,vith the following dataset

Standarcl. and Stcchastic-
(4)"

attribute for decision tree

using ID3 algorithm:
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5. Consider the flollowing neural network with initial weights,

hiases''and training mpiliF / outputs as mentionecl.,'...

:yit,, ,

,

Givsn the inputs i1 :0.05, i2:0.10, determine the values

ol otrtprrt nodes o I and 02. Also calculate rhc predicrion
error E,o,u, if the actual output values ol and o2 are 0.01

ancl 0.i)9 respectively. Use Sigmoid as the activir.liou function
for lhc liidder.r as well as the output.layers.

6. (i) What is the difference between K-means clusrering
irnd K-Nearest ,Neighbor classifier? (4).:

: (ii) Discuss steps used by Principal Component Analysis
to..cxtract imporl ant features. (6)

(i) Given the set o1' values I : (3', 9, 11, 5, 2)r anci

\'. = (1, 8. I 1, 4, 3)'. Evaluate tlle regressiorr
coe fficients using ordinary least square method.

(4)
': ': P.l'.o.

(10)

7,

b{ 0:35
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(ii) Assume a total ol 1,000 .r:atients arc tested for
influenza; 900 are found to be ht:althy, while I00 arc

(6)

What is the effect of the

(a) The I)arqmeter (i) is

.:].
found 

19 !. qi.L: A tesr resulteci in 60 being positive
and 40 tiein[ negirtivc for the.sick,persons, ].he snnre
test was positive liir 120 and negative for 7g0 in
healthy a<lults. Oonstruct a confusion matrix for the
clata and deternrt.ire precision and recall. /6)

(i)

(b) The regularization parameter (i,) is

(ii) State the mathenratical fbrmulation of

tlie classification problem using SVM.

,

i:ero

.iery iarge.

(4)

the SVM

for solving

(6)

(1 1 00)

t;,

---- 

-

',,/.
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(u) ('otrstt'ilct ir trauslation
I'' fiorn position (h. k)

llratr.lx to trarrslaie a pOiljt

Il lltq'rrril'irr. r..t

in clesign o1'

(3)

)

(h) sppl-y6sc an RCIB raster slslenr.is to bc clcsigrrcci
Lrsirrg :iir S irrelr x i, ir)elr :,ert,r.lr rr itlr :r rt..,,lrrti,;ir
of 100 i)iliers per ir)ch in crerr ti rr.celion. If'rve
u'.,ult to str-ti-c 6 bits Per. Prrc. I rn tlre ll.iule ltulier.
hcrr,r, rrtuch st()rage irr ltr,tc.s cio u.,e rrcccl fbr t.lte
fiatre bLrff'er.'l Also 1-incl lJrc aspcct ruitio o1.the
rlslL.t :\'slclt,. (1.)

(b) I)iscLrss briellr, t1-re steps involvecl
ani it'uit i Ort se(luel1ce.

1. (a) Write anv ru,o

(u) Is I{L;B cril.L'. ,tocl cl aci rl itirc., .1 ,,r1if.1, 1:1rur
.i lt s \\'e t' 

Q)

(lr) 1;.'1-i ,,- I]t'o.j cc11,,11 (iirt. lr n_\ t,,r1r ijll.l.ei.crrccs
Lretu,ecn ltar.allel ancl pe rspc.tir. tt,.,,.i cctior.ts.

(_1)

i'l'oP(llir's ',t I.it.zt..: \Ltr.\r: t,l

(.) Cfi,srder . rria'sle .A,BC u irh _,\((l.g) 13(-i.1;, ,,,.,,1
Ll(0.-s). (ii'e lransforrrr.rti., r.atrrr ir|t t,r.shelr r-irg
lrilr rrglc,,\liC'tt1. I units ali,rrg \._lir.r:.r rr,-l J rinjls
rrlong X-axrs. [.,rse .l]on.]ogellcous ci,ol.rlinltles.

( j )
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). {rr t \\'lt:rt r> tltc contlition t'or rrir ial accept'allcc o1 ri

'-' 
Iine scg,rrtent AB rvith A(0'4) arrd B(8"1) in Clol-retr

Srtf'"ti 'na Lirre Clipping Algorithnl Lrsrirs

;;t"*,:u1ar winclow c.ordinates as A(0'0)' utt 
i],

i'1:{.St lrnd D(0'qtl

(a) Wiral is interlacing?

l:astcr graPhics'

1;11r1,g th'at t\\',J

c o rrt ttrui at t 
"'C 

'

(ir) Usirru'llreseniran's line drawing
I ,h" 1i:ir oi the rasterized Pixels

(20.1()) to (25,14)'

^ r'l
6. (a) Whar is Specular rellection?

i' ntr Arez-subdivision ttlethocl
(b1 Whar lire the steps in atl Area-

lirr' Visible Surface <letermination'l ls it an tlb'j ect-

specLl rrtethod or imegc-space Inctltod: (: I

aIgorithrr I-ind ottt

for the line frotn
(3)

Discuss it: sisttil'tir'ttet ili
(2)

P.T.O.

'I
.:

'7.

(b) Sliorv that a 2D rellcctiorl tl.rrough the \ -ir\ rs

lollou'eci by a 2D refl ectiorl tlrrou'lll tl.rt'iirlc

\,-\. rs equivalent to a pure r()talion aborri tlle

,,l iuill

.J

8, (a)

SECTION B

soaling transfornultioli\ llrc
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'..,1"'r-it(. 3X-i 2-t) trlnsionnation r.ri.rrrir iirr caclr
I r,r.' r()t loi|ing tt-3ns [orlt]ltttOns rc:;llttcl ivc1r., .

(i1 Eniarge thc: object by rhrrec rirnc.

(ii)'franslate the object h\r 3 ,.ir.rit. in \
clirection (-+)

Using n-rid-point circle clrav,,,inq rrlsoritlur i'lnri
out thc prxei positiclns lying in thc l'rrst quacir.lutr o1-

tirc eireie rvitlt eclrtrc irt r0.0,1.ir)(i tii(iru:,,t \

of

(1r)

(a)()

unrts.

Describe Pirong interpolation
pol/gon renderir.rs. Give au;,

tlris nrethoti .

(6)

shacirng n.rethrtri 1'or

Iwu ur.l r'{t ttla,.cs t,l'

(4)

(6)

(b) Ljsing Sutherland i{oclgman pol}{un ClrPprnu
Algorithm, clip the polygon ABC ,,r'rtlr r.rr.rt,rrrl jnlli.s
A( iilrr.l.<u1. 1i1:orl.:5U) errd C(300.lutr) ;ru:rrrr,r tlre
e IipPilll u'indorv u itlt e oot.dinat,..; pr I 5rr.lil.,r .

Q( 1.50.200), It(200,2t)0) ancl S(20() r5O )"

10. (a) A rriangle is clefined by
(-2,0). It is translbrrnecl

ntatrix

r.ertict's (2.0), (t).2)

br lrl lrln.1',rr'ntirlirril

,!

-!

F
=a"U
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l'

llinci tltt: ;lfea oi nrecl trianulc. (-1 )

(b ) Clorlsicle r a littc "\ll 
u'itll llosition vcct()l's oi' crrlti

porrrt ls l,\l - tl ll rntl iRl - ti -1l i hc

(a) (ionsi,-1 cr a sqLlare AIICD u'itll ctltlrci irtates ls

;\(0,t)). ll(0^'1)' c(:1'4) end D(-1'0) I.et thc c':trtrc

o1'lllc sqLlilre be at coorclir-rate P(l'2) '\t'pi1'l-l)

t rat.is 1-ortrlltt iotr to reduce tl'tc sclr-tare t\B('l) ttl hlrli'

,r1,its size. u,rth cet-itre firecl ar lloirlt l' (+)

'j 
ccriorl rrtllr-r li-tc(h) l)c:l'1'rrrtlr a 3-pr-lirlt perspecllvc pro

i:'() plarre ()ll a Illlit cr-rbe *'iill e enLrc oi 1-rf i'rleclioit:

irl \. .. -l(). ."-. '= -,-10 atlci z" -' -10 "\1sr'^ 
uivc rlltr

I rLltisllitlll poiuts Ctlrlsicie r tllc coorti tlllllcs r!1 lilr'

:rtli cttirt: iis 1'c'lltlrvs :

i) ..i. (_.) 
.

[r, 1l-1, 
,1 I

LJ

transfor

.rL
t rl

llllllil(lllltiltir'll lil:ltiir i: *l\c11 :l: I L l- r' ]

Clrrlcr-tlate thc trarlslorr-r.recl line '\'B' '\lsir llr'l" e

tlrlr rhc rlridptlilrt cl'f origintii linc r\l:] l icltl

satrtt: r'csults t'or the nlicilloittt tri- trlttlsfot-tlietl irtlc

.\^ll' 
((')

l1

5
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irl -

001
001
i01
0i1
I 0'1
011
lt1
111

\\/lrirl irre rts acl:r,anluges over
(.4)

(b) []c:-. . e ,:,r basis ltiirirt\ l,ri. ller.rtritc c,ur \.c. (6)

(1 200)

(6)

0

I

0

0

1

I

0

I

\2

13

(ri ) Iixplain t lrly color rro(lt:l rn graphics systertr.

(1)
(b) Whar cit-. .. ou rnean by hiricien surfaces? Explain

Z-IJ u fl e :' -, --coritrrnr tir. r' i s i r,. r e s urface dete,ninat io..
(6)

(u) Wiiat is ).i.rrplting? N4orlth a triangle into a sqLlarc
L-.r. eclr-rullz:ng ihe vc-rtl.x (r(runt. \1)

(b1 Constilc; .no I.iezier cutvt: segntents clci.inecl bv
Lri.rnii\rl .. .nrs p,,(?.(),20), pr(40,50), p,(6(),20) anrl
I' r' : \rruljrer e ut.\.e :r.!rilcllt rs dcl.i rrc.l Irr
(.) r. ., , u.ri ). (), lrrrrl (.) , Find rlrc Irtrirrt (t lrnrl(.) .-':. :hrt r\\'o L.Ltrr'.. joi. ,r.,ru,f,rf l ",,.f 

'l,ll

col:.:t,.it:' exisls betu.ecii them. (6)

t.+ (rr) What is dithering?
ha lttonillg'/

I


